## Recitation 4. March 30

Focus: orthogonal bases, orthogonal matrices, the Gram-Schmidt process, QR factorization
A basis $\boldsymbol{q}_{1}, \ldots, \boldsymbol{q}_{n}$ of a vector space $V$ is called orthogonal if:

$$
\boldsymbol{q}_{i} \perp \boldsymbol{q}_{j}=0 \quad \Leftrightarrow \quad \boldsymbol{q}_{i} \cdot \boldsymbol{q}_{j}=0 \quad \Leftrightarrow \quad \boldsymbol{q}_{i}^{T} \boldsymbol{q}_{j}=[0]
$$

for all $1 \leq i \neq j \leq n$. The basis is called orthonormal if it is orthogonal and:

$$
\left\|\boldsymbol{q}_{i}\right\|=1 \quad \Leftrightarrow \quad \boldsymbol{q}_{i} \cdot \boldsymbol{q}_{i}=1 \quad \Leftrightarrow \quad \boldsymbol{q}_{i}^{T} \boldsymbol{q}_{i}=[1]
$$

for all $1 \leq i \leq n$. A square matrix is called orthogonal if its columns form an orthonormal basis, i.e.:

$$
Q^{T} Q=I \quad \Leftrightarrow \quad Q^{-1}=Q^{T}
$$

If $Q$ is a rectangular matrix, the second condition above does not make sense, but $Q^{T} Q=I$ does and precisely means that the columns of $Q$ are orthonormal vectors. Still, the term "orthogonal matrix" is only applied to square matrices.

Why are matrices with orthonormal columns important? We know that in order to write down the projection matrix onto a subspace $V$, we need to construct a matrix $A$ whose columns are a basis of $V$, and then the projection matrix takes the form $P_{V}=A\left(A^{T} A\right)^{-1} A^{T}$. This formula is simplified if the basis is taken to be orthonormal (i.e. $A$ has orthonormal columns) because in this case $A^{T} A=I$ and we don't need to compute any inverses to write down $P_{V}$.

Therefore, it's important to have a method to produce orthonormal bases of subspaces, and the Gram-Schmidt process precisely does that. The setup is that you have a basis $\boldsymbol{v}_{1}, \ldots, \boldsymbol{v}_{n}$, and you want to transform it into an orthonormal basis $\boldsymbol{q}_{1}, \ldots, \boldsymbol{q}_{n}$. At the $i$-th step, your basis will take the form $\boldsymbol{q}_{1}, \ldots, \boldsymbol{q}_{i-1}, \boldsymbol{v}_{i}, \ldots, \boldsymbol{v}_{n}$ and the goal is to change $\boldsymbol{v}_{i}$ into some length 1 vector $\boldsymbol{q}_{i}$ which is perpendicular to $\boldsymbol{q}_{1}, \ldots, \boldsymbol{q}_{i-1}$. The way to do so is a two-step process:

- Subtract from $\boldsymbol{v}_{i}$ a linear combination of $\boldsymbol{q}_{1}, \ldots, \boldsymbol{q}_{i-1}$, so that the result is orthogonal to these $i-1$ vectors:

$$
\boldsymbol{w}_{i}=\boldsymbol{v}_{i}-\operatorname{proj}_{\boldsymbol{q}_{1}} \boldsymbol{v}_{i}-\cdots-\operatorname{proj}_{\boldsymbol{q}_{i-1}} \boldsymbol{v}_{i}=\boldsymbol{v}_{i}-\boldsymbol{q}_{1}\left(\boldsymbol{q}_{1} \cdot \boldsymbol{v}_{i}\right)-\cdots-\boldsymbol{q}_{i-1}\left(\boldsymbol{q}_{i-1} \cdot \boldsymbol{v}_{i}\right)
$$

- Divide $\boldsymbol{w}_{i}$ by its length, so the result will be a length 1 vector:

$$
\boldsymbol{q}_{i}=\frac{\boldsymbol{w}_{i}}{\left\|\boldsymbol{w}_{i}\right\|}
$$

Let $A$ be the matrix whose columns are $\boldsymbol{v}_{1}, \ldots, \boldsymbol{v}_{n}$, and let $Q$ be the matrix whose columns are $\boldsymbol{q}_{1}, \ldots, \boldsymbol{q}_{n}$ produced by Gram-Schmidt. We have $Q^{T} Q=I$ because the columns of $Q$ are orthonormal, by construction. Moreover, we have:

$$
A=Q R
$$

where $R$ is an upper triangular square matrix (in practice, $R$ is a product of elimination and diagonal matrices, according to the steps in the Gram-Schmidt process).

Application of Gram-Schmidt: how to compute a basis for the orthogonal complement $V^{\perp}$ of a given $k$-dimensional vector space $V \subset \mathbb{R}^{n}$ ? Take an arbitrary basis $\boldsymbol{v}_{1}, \ldots, \boldsymbol{v}_{k}$ of $V$, and complete it to an arbitrary basis $\boldsymbol{v}_{1}, \ldots, \boldsymbol{v}_{n}$ of $\mathbb{R}^{n}$. Applying Gram-Schmidt to this basis will give you an orthonormal basis $\boldsymbol{q}_{1}, \ldots, \boldsymbol{q}_{n}$ of $\mathbb{R}^{n}$. The first $k$ of these vectors (namely $\boldsymbol{q}_{1}, \ldots, \boldsymbol{q}_{k}$ ) give a basis of $V$, and the last $n-k$ of these vectors (namely $\boldsymbol{q}_{k+1}, \ldots, \boldsymbol{q}_{n}$ ) give a basis of $V^{\perp}$.

1. Are the following statements true or false? Give arguments in each case.

- If $V$ and $W$ are orthogonal subspaces, the only vector they have in common is the zero vector.
- If $V$ and $W$ are orthogonal subspaces, then $V^{\perp}$ and $W^{\perp}$ are orthogonal.


## Solution:

2. Prove that if $A$ and $B$ are orthogonal matrices of the same size, then $A B$ is also orthogonal.

## Solution:

3. Let $\boldsymbol{q}_{1}, \ldots, \boldsymbol{q}_{k} \in \mathbb{R}^{n}$ be orthonormal vectors. Compute the projection matrix onto the subspace generated by $\boldsymbol{q}_{1}, \ldots, \boldsymbol{q}_{k}$, simplifying the answer as much as possible.

## Solution:

4. Use Gram-Schmidt to compute the $Q R$ factorization of the matrix:

$$
A=\left[\begin{array}{lll}
1 & 1 & 0 \\
1 & 2 & 1 \\
1 & 1 & 3 \\
1 & 2 & 4
\end{array}\right]
$$

## Solution:

